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Metropolis Algorithm [N. Metropolis ‘53, W. K. 
Hastings ‘70]

- One kind of Markov chain Monte Carlo methods.
- Generate samples of target probability distribution by sampling arbitrary 

distribution.



Metropolis Algorithm [N. Metropolis ‘53, W. K. 
Hastings ‘70]



Metropolis Light Transport [E. Veach ‘97]
- Metropolis Algorithm to compute light transport integral.
- Mutation strategies to avoid variance originated from sampling from 

proposal distribution.



Metropolis Light Transport [E. Veach ‘97]
The light transport equation



Metropolis Light Transport [E. Veach ‘97]
The measurement equation



Metropolis Light Transport [E. Veach ‘97]
Goal: Estimate the expectation of the measurement with Monte Carlo

where



Metropolis algorithm in Metropolis Light Transport
- Sampling                                  using Metropolis algorithm.
- Flexible to choose the proposal probability distribution (mutation).
- Mutation strategies: bidirectional mutations, perturbations, and lens subpath 

mutations.
- Mutations are constructed in the path space.



Metropolis Light Transport - Pseudo code



Pros and Cons

● Pros  It is efficient for images that the bidirectional method fails.
○ We can treat complicated functions according to the mutation strategies.

● Cons  Too complex to implement and not flexible enough.
○ Consider proper mutation strategy depended on environments.



Primary Sample Space MLT [C. Kelemen ‘02]

- Original MLT mutates samples in path space.
- Primary Sample Space MLT mutates samples in primary sample space.



Primary Sample Space MLT [C. Kelemen ‘02]

- In original MLT, the new sample largely perturbed around a peak of the 
function is easy to be rejected.

- because the rejection probability is proportional to the ratio of the 
importances.



Primary Sample Space MLT [C. Kelemen ‘02]

- So, we need to make the function relatively flat.
- By transformation to a simple space such as high-dimensional uniform 

distribution → primary sample space.
- We can just do importance sampling in the primary sample space.

where

Importance function

: Transformation from path space to primary sample space



Pros and Cons

● Pros  Achieve low variance by high acceptance ratio.
○ They make the importance function flat to reduce ratio of the importances.

● Cons  Still difficult in complex function such as highly glossy area.
○ Even more difficult than the original MLT.



Anisotropic Gaussian Mutations for Metropolis Light 
Transport through Hessian-Hamiltonian Dynamics 
[T.-M. Li ‘15]



- Inspired from Hamiltonian Monte Carlo, one kind of Markov Chain Monte 
Carlo methods.

- Captures the strong anisotropy of the light transport integrand using Hessian 
of measurement contribution function.

- Efficient for rendering difficult light transport such as highly-glossy transport 
(multi-bounce) combined with motion blur.

Anisotropic Gaussian Mutations for Metropolis Light 
Transport through Hessian-Hamiltonian Dynamics 
[T.-M. Li ‘15]



Anisotropic Gaussian Mutations for Metropolis Light 
Transport through Hessian-Hamiltonian Dynamics 
[T.-M. Li ‘15]



Equal time comparison



Fusing State Spaces for Markov Chain Monte Carlo 
Rendering [H. Otsu ‘17]



Fusing State Spaces for Markov Chain Monte Carlo 
Rendering [H. Otsu ‘17]

- Fused mutations in the path space and the primary sample space.
- Possible to use mutation strategies designed for one space with another 

mutation strategies designed for respective other space.
- In the paper, they combined Manifold Exploration MLT (path space) and 

Multiplexed MLT (primary sample space)



Pixel-wise relative error



Pixel-wise relative error



Conclusions
1. Anisotropic Gaussian Mutations for Metropolis Light Transport through 

Hessian-Hamiltonian Dynamics
a. Captures anisotropic rendering using Hessian
b. Good for difficult light transports

2. Fusing State Spaces for Markov Chain Monte Carlo Rendering
a. Possible to interconvert between the path space and the primary space.
b. Compromise of the spaces.
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