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K-Means Clustering
● Minimizing the within-cluster sum of squares 

(WCSS)
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PA2
●Understand and implement a basic image 

retrieval system
●Use the original UKBenchmark
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Overview of kd-Trees
● Binary spatial subdivision 

(special case of BSP tree)
● Split planes aligned on main axis
● Inner nodes: subdivision planes
● Leaf nodes: points
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2D Example with Triangles
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2D Example with Triangles
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2D Example with Triangles
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2D Example with Triangles
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Split Planes
●How to select axis & split plane?

●Option 1: 
● Choose a random dimension
● Subdivide in the middle

●Option 2:
● Choose a dimension that has a high variance

● Any other options
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Nearest Neighbor Search with 
kd-tree
●Goal: find k nearest neighbors given a point

● Commonly identify approximate, not exact 
nearest neighbors

● Apply a depth-first search
● Traverse the tree with a stack

●Or, we can apply a best-bin first search
● Traverse more promising nodes first

● Traverse until we visit a certain number of 
nodes
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(Variance of count data follows mean of the m usually)
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• Achieves a high accuracy (about 80%)
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Next Time…
● Various image retrieval systems


