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0. Background

@ Representing Space

As for most sensors the perception stops at surfaces, hollow spaces or narrow
pockets can sometimes not be explored with a given setup. This residual space

denoted by V..

3D space V C R? initially unmapped space Vinm ity

free Viree C V or occupied Voo C V

@ Purpose of Exploration

unmapped exploration area Vi,

foree U Vocc =V \ Vfr'es
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0. Background

@ Exploration
= Map is used for both, collision free navigation and determination of the

exploration progress

Mapping A
ctve
Exploration localization

Motion
Control

Localization
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0. Background

@ Previous Exploration Method
= Frontier Based Exploration is one of them

= To gain the most new information about the world, move to the boundary
between known space and unknown space

Goal
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0. Background

@ Previous Exploration Method
= Frontier Based Exploration is one of them

= To gain the most new information about the world, move to the boundary
between known space and unknown space

Goal

Frontier

Map update
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0. Background

@ Octomap, Occupancy map
= “OctoMap: an efficient probabilistic 3D mapping framework based on

octrees, Auton Robot (2013) 34:189-206"

Pl 21s) L(n | 214) = L(n | 214-1) + L(n | 20).
_[ I—P(n|z)1=Pn|z14-1) P(n) ]‘

Pn|z) Pml|ziy—1) 1=P(n) with
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1. Receding Horizon "Next—-Best-View"
Planner for 3D Exploration
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1. NBVP

@ Basic Framework
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Receding |
Horizon

@ Paths are only planned through known free space Vg, thus
providing collision—free navigation
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1. NBVP

@ Receding Horizon Planning (RHP)
= Only the first waypoint is executed when the robot moves.

= The map is updated as more grids are explored, and the path is re-
planned if necessary.

= Able to plan a smooth path where waypoints can be located on any
position on the edge of grids without linear interpolation, which may not
work for a cost function that includes nonlinear factors.
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1. NBVP

@ Summation of Gain — Selecting Best Qualified Tree

Gain(n,)
| Gain(n,)
Gain(nz ) @ew gain
T
Gain(n, ) Gain(n,)
+ new ga@
Gain(n, )
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1. NBVP Euihdean distance .

clop_1) = v (@r —xp—1)? + (Yp — Y1) + (2 — 26—1)°

@ Quality - collected information gain

a path is givenby o : R — &

from &x—1 to & by 0'112_1(8)

path cost is c(a,’j_l)

the world M, visible and unmapped voxels
from configuration £ is denoted Visible( M. §)

Gain(n) = Gain(ni_1) + Visible(M, & )e (“k-1)

tuning factor A penalizing high path costs

v

ExtractBestPathSegment(np.s;)
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1. NBVP

sensor limitation is ¢><"5%"

Imax

dplanner < dsensor

Imax ‘max

lanner . c
A lower dhax  ensures both robustness against suboptimal
sensing conditions, as well as improved computational per-
formance.
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1. NBVP

Algorithm 1 Exploration Planner - Iterative Step

[

. &y < current vehicle configuration
2: Initialize T with &, and, unless first planner call, also
previous best branch

3: Gpest «—— 0 > Set best gain to zero
4: Npest < nol&o) > Set best node to root
5: Np < Number of initial nodes in T

6: while N < N, .« or gpes; = 0 do

7: Incrementally build T by adding 1, (&new)

8: Nt +— Ntr+1

0: if Gain(n,ew) > gpest then

10: Mbest € Mpew

11: Gbest — Gain(n,e,)

12: if Nt > i\'r-',-”(_j ;. then

13: Terminate exploration

14: 0 + ExtractBestPathSegment(n.;)

15: Delete T

16: return o

J=W)
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1. NBVP

@ Computational Complexity

O(Nrlog(Nt) + Nt /r?log(V/r®) + No(dPm /r)* log(V/r°))
RRT complexity

Occupancy map complexity with 1/r3 scale

Gain computation complexity

V: volume to explore

r: resolution of occupancy map

1
db "¢ sensor range

N: number of nodes in the tree




1. NBVP

@ Indoor Simulation Experiment @ Bridge Simulation Experiment

Parameter | Value Parameter Value Parameter | Value Parameter Value

Area 20x10x3m Map resolution 0.4m Area 50x26x14m || Map resolution r 0.25m

Vmasx 0.2mfs 1} S 0. Torad/s Vmax 0.5m/s Ymax 0.7brad/s

Fov 60, 90[~ Mounting pitch 15 FoVv [60, 90]° Mounting pitch 15°

dAn e 2m ensor 5m dpanner 2m dsensor 10m

A 0.5 RRET max edge length | 1m A 0.2 RRT max edge length | 3m

Niasx 15 Collision box 0.5x0.5x0.3m Nmax 30 Collision box 0.5x0.5x0.3m
Receding Horizon Next-Best-View Planner Frontier-Based Planner
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1. NBVP

. Parameter | Value Parameter Yalue
Q Real World Experlment Area 9xTx2m Map resolution r 0.2m
Vi 0.25m/s U 0. 3rad/s
FoV (60, D0~ Mounting pitch 15
dpme | 1m et 5m
A 0.5 ERET max edge length | 1.5m
Nmax 20 Collision box 1.2x1.2x0.5m

ttot=0.0s ttot=21.5s ttot=35.7s

ttot=132.25 ttot=184.65

ttot=253.4sh.

Fig. 8: The exploration experiment in a closed room is depicted. The colored voxels represent occupied parts of the occupancy map
(colored according to height) while the computed path is given in black and the vehicle response in light blue. The initial phase of the
exploration mission is dominated by yawing motions to maximize exploration without traveling large distances. Subsequently the MAV
explores regions further away, to eventually accomplish its mission.
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2. Uncertainty—aware Receding Horizon
Exploration and Mapping
using Aerial Robots
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2. UEP

@ Key requirements for the VIO to perform robustly
* must reobserve landmarks with good confidence

= better to follow trajectories that appropriately excite the inertial
Sensors

2) , b) | ©) |
I ’ 3\ ’ 4 ’
dBEER VYW ) K B
B N N N [V ’
REF 8 R s s aER
EZ N Ny T N1 N Th 1 | Y s 1
T €
1 1 1Y
d) 1 ©) | D ]
] ! ’ :
= L e
S 2k 1 | S | S
£ L S i L § i
2 g % I o 1) }
I b P, AT
= YR | N B
I 1Y LY
Th . h ff occupied, mapped voxel unexplored voxel landmark uncertainty ellipsoid
QO 1S as tWO e eCtS Dviewpoint heading { ) v% iteration /1" planning level edge [\, 2" planning level edges

= improving the location estimate of the features
= improving the pose estimate of the robot due to the statistical

correlations that link the vehicle to the features. |
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2. UEP

@ Especially when the robot explores an unknown environment,
new features are initialized into the map.

@ This imposes the need to reobserve previous features in order
to reduce the growth in localization and mapping error

KAIST SE)
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2. UEP

@ Two—Step Planner
First, receding horizon planner
Second, belief space—based planner

SET

KAIST
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2. UEP

@ Two—Step Planner
= §” has selected by receding horizon planner
= §” be the goal for nested second planner

o

KAIST LR'—’
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2. UEP

@ Two—Step Planner
= §” has selected by receding horizon planner
= §” be the goal for nested second planner
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2. UEP

@ Two—Step Planner
= §” has selected by receding horizon planner
= §” be the goal for nested second planner
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2. UEP

@ Two—Step Planner
= Make a local volume and sample the random tree
= Evaluating by D-optimality, generate nested path

KAIST UQ'—’
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2. UEP

@ Two—Step Planner
= Make a local volume and sample the random tree
= Evaluating by D-optimality, generate nested path
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2. UEP

Algorithm 1 Proposed Planner - Iterative Step

&o +— current vehicle configuration

1:

2. Initialize TF with &

3: inst 0 > Set best exploration gain to zero
4: -n.fg « < no(&o) > Set best exploration node to root
5. NE « Number of initial nodes in TF

6: while NF < NE_ or gE_, =0 do

7: Incrementally build T by adding nZ., (&new)

8 NF« NF+1

9: if ExplorationGain(nZ, ) > ¢ , then

10: ngm — nfew

1 gL ., + ExplorationGain(nZ, )

12: end if

13 if NF > NE,, then

14: Terminate planning

15: end if

16: end while

17: 0B, nEy, Erp « ExtractBestPathSegment(nf )
18: SgRH — LOC&]SGt(éRH)

O

. Propagate robot belief along o5,

KAIST

0: a4 1 > number of admissible paths
1 gM BeliefGain(JgH)

2. gM_, «— gM > straight path belief gain
3 oM, — oM, > Set best belief path

- while NM < NM_ or V(TM) NS¢y, =0 do
Incrementally build ™ by adding nM (Enew)

new

Propagate robot belief from current to planned vertex

if &new € S¢ry then
M

-1 O

[ T O T SO T o I ﬁ [ ST ST S T

8: Add new vertex n,.,, at Egg and connect
9: a+—a+1

30: oM + ExtractBranch(n?l )

31 g™ « BeliefGain(c)

32: it gM < gM., then

33: oM aé\/f

34: gffst — gﬂj"f

35 end if

36: end if

37: end while
38: return oM

J=W)
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2. UEP

@ Gain Function(1st planner)

ExplorationGain(nkE) = ExplorationGain(nE_l) +
VisibleVolume(M, &) eXp(—/\c(af_ljk)) +
ReobservationGain(M, P, &) exp(—)\c(af_ljk))

VisibleVolume(M, ¢€)

(o} 1) is the length of the path

ReobservationGain(M, P,¢) their volume weighted by (1 — P(m))

P(m) := probability of occupied voxel

URBAN ROBOTICS LAB
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2. UEP

@ Gain Function(2" planner)

BeliefGain(ol') = Dopi(oi’)
Dopt(0™") = exp(log([det(Sy, ¢ (o)) 7 T17))

Xpe - Derived pose and tracked landmarks covariance matrix of robot and feature state,
in the paper they used EKF covariance which is used with ROVIO image patch
I, : Dimensions of pose, robot state, features state

KAIST J ?L,
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2. UEP

@ Computational Complexity

RRT construction Collision checking

O(Nz log(N2)), S— E,M | O(NZ /r*log(V*/r?)), S— E, M

15 planning level gain computation
ONF (/) T log(VE /%))

274 planning level gain computation

O(Ng” (dyay /7)" log(V= /1)y + nar (157 +15) + nar (b + 1))

KAIST
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2. UEP

Path Planning

Inteli7 V12

20Hz

VI Odometry

20Hz

" Intel i7 %

L

Position Control Attitude Control
/

q  |200Hz ==

Pixhawk

x)

2xCamera/IMU .

High-Level Processing | Low-Level Processing

EXPERIMENTAL PARAMETERS

Parameter | Value Parameter Value
Volume 12x6.5x2m | Map resolution r | 0.2m

Umax 0.75m/s Ymax 7 /4rad/s

FoV 160, 90]° Mounting pitch 13.5°

dommer 3.5m dsensor 7.5m

A 0.35 ‘p 1.5m

NE 250 Cnr 0.375m

NM 50 Collision box 1.2x1.2x0.6m
o 1.5 Ls 25

T 0.1 Dihres 0.97

KAIST
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2. UEP

Initialization

R_kEm

ities ‘g  Beli ion SERERS = Final Iteration

", ByeEny

ray-casting - - \ ,

|
e Landmark | current pose

@
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2. UEP

—
o

Number of Vorels
‘
&
F.

=
in

Iterations

Fig. 6. Rate of exploration per iteration (upper plot, black line for explored
free space, blue for explored occupied space and green for the unmapped
space), best 2 D-opt gain calculations for the second, nested, planning layer
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3. Conclusion

NBVP UEP

Space
: Occupancy map(Octomap)
Similar Representation
RRT based sampling, Frequent back & forth movement
Randomness
Cons!der!ng No YES(reobservation gain)
Localization
Different . .
Point Path Complexity Low High(second path planner)
_EI):E (Iaoratlon Better than FE Worse time performance

KAIST . axD)
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4. Quiz

1) NBV-planner have visibility element on
gain function. (T/F)

2) UEP is short name of ‘Unsaturation Aware
Planning’. (T/F)
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Thank you



