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Abstract

This paper presents an intuitive user interface for generating the rendered image of a mirage. The
proposed interface focuses on providing better artistic control over the production of a mirage scene. Our
method utilizes two core concepts to do so. The first idea, Source-to-Destination Point Pair, presents
an intuitive way to designate the relationship between a source position of an object and its destination
position of the mirage effect. The second idea, Parametric Representation of a Scalar Field, enables us to
effectively represent a spatial distribution of a refractive index, which physically controls the mirage effect
in a compact form. We perform an optimization on this parameter space to find the spatial distribution
of the refractive index satisfying the user input. We validate the method visually by comparing whether

the resulting image agrees with a goal state given by a user.

Keywords artistic control, user interface, non-linear rendering, mirage
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Chapter 1. Introduction

Rendering the meteorological optical phenomena has been studied, because of its frequent observa-
tions around our daily lives and its ability to convey different mood through its visual aspects. Those
phenomena, e.g. the sky reflected on roads in a hot and sunny day, are thus used in visual effects for
various media such as movies.

While having an importance as a visual effect, only a few attempts have been made in a study of
providing an artistic control over such effects. It is especially difficult to find works about the effects of
complex light propagation like a mirage. Due to the nonlinearity of the light trails in the mirage effect,
the conventional techniques dealing with a straight light trace cannot work well when providing artistic
control for those effects.

The nonlinearity of light paths for the mirage effect is caused by the varying refractive index of the
air, which acts as the light media. Therefore, controlling the mirage as the visual effect requires better
understandings about the distribution of the index of refraction in the light media. It is also critical to

provide an intuitive artistic control for editing visual effects accompanying nonlinear light paths.

Main contributions. To enable intuitive controls on editing the mirage effects, we propose a simple
user interaction scheme based on source-to-destination point pairs. A user specifies a target object as
a source point, while the destination point designates the desired position of a mirage image of the
target object. Given this user input, we propose an optimization scheme and compact representation
of a spatial distribution of refractive index. To demonstrate representation power and usability of our
approach, we have applied our method to generate different types of mirage effects and verify visually.
While we consider only a particular effect of meteorological optical phenomena, we believe that we

take a meaning step to providing artistic controls on complex optical effects.



Chapter 2. Related Works

Controlling a visual effect of mirage tackles multiple problems. These problems include how to model
a refractive index distribution, how to render the scene with a light media with continuously differing
refractive index and the artistic editing with nonlinear light paths. We discuss related works on these

topics in this section.

2.1 Modeling Refractive Index Distribution

Handling light effects undergoing a continuous refraction requires a modeling of the spatial distri-
bution of the refractive index. Those models are designed and chosen often based on their applications,
such as the reconstruction of the atmosphere status or the optical simulation of the heat transfer.

There is the simplest approximation on the air with continuously differing refractive index along the
height, namely a series of air layer. It considers the whole air as the series of discontinuous air layers
with different constant optical densities [1]. This simple model was suggested as the proof-of-concept of
the new approach to the mirage rendering. The approximation was used because the precise rendering
requires the nonlinear ray tracing, yet not available at that moment. While simple to calculate, it
produces less than satisfying quality given the standard to be used in the industry.

There is another representation of the atmosphere based on U.S. standard atmosphere 1976 with
systematized modifications. Gutierrez et al. [2] introduced this model for the simulation of the atmo-
spheric phenomena, such as a mirage. This model uses the Earth’s atmosphere profile as its base since
this application focuses on the reproduction of the actual various atmospheric phenomena. Because of
this, this model has a difference of the refractive index along the altitude only.

There also exist a model, namely heat transfer simulation, representing air heated from the hot
spots [3]. The spatial distribution of the refractive index is calculated by simulating the heat transfer in
the given system. This representation is used to render another optical phenomenon, a heat shimmering.

As shown in these cases, one should use the fittest model of the refractive index for every application
among the various to simplify the representation and thus calculation. We introduce a new model which

is appropriate to our goal in this research.

2.2 Rendering with Continuous Refraction

Rendering a mirage image requires the calculation of curved light path created due to the continuous
refraction.

Ament et al. [4] developed a new radiative transfer equation which takes refraction into consideration
— refractive radiative transfer. They also came up with the new rendering equation with continuously
refracted light rays. This new rendering equation produces physically correct light paths and conserves
energy through the radiation transfer.

There have been several kinds of research utilizing the rendering equation derived from the refractive
radiative transfer. Some of them include an application-specific inverse rendering problem in medical
imaging [5] or an optics simulation in designing better lens system [6]. Our work also utilizes the rendering

equation for our problem.



There have been several other previous different approaches to calculating curved light paths. In-
cluding the very first trial on rendering a mirage image [1], multiple instances of Snell’s law have been
used for the discontinuous-air-layer models. There was another approach utilizing a Fermat’s principle
taking a continuous refraction into consideration, rather than approximating it into multiple discontin-

uous refractions on dielectric planes [2].

2.3 Artistic Editing

Artistic editing is the field of study whose goal is to support artists to effectively design rendered
image’s appearance to “convey an explicit mood or information” [7]. Such study focuses on providing
artists more controls on their appearance design by improving the intuition of the editing session. The
improvement of the intuition has various methodologies to achieve, and most of them work on improving
the predictability — making the artists/designers to predict the rendering results better, while they are
editing the scene.

Nonlinear Light. As an example of an artistic editing with nonlinear light paths, there is a work
by Kerr et al. [8] on editing direct illumination by curving light rays. They provided a system to let
users to ‘bend’ the light rays by reshaping splines. That is, the user edits the guide spline’s shape to
directly define how the light will be curved. Our research also works with the curved light rays but in
different ways.

Atmospheric Effect. For example of an atmospheric effect, there is a study on the appearance
design of the volume [9]. This research optimized physically-based properties of the volume based on the
provided user input, describing the desired rendering image of the volume. This method also provided a
decent interface to edit a volume, which was previously difficult to do in an efficient manner. Our paper
suggests a similar system for another atmospheric effect, a mirage.

User Interface. Finally, there is work on artistic editing utilizing similar user interface as this
paper suggests. Research by Ritschel et al. [10] proposes a user interface to interactively and intuitively
edit the reflections. They utilize a set of pairs of points(or ‘handles’) as user-defined constraints. It is

related to our work because we also use similar user constraint, but with different semantics.



Chapter 3. Background

Since we are working on a visual expression based on actual phenomena, studying a physical nature
of the phenomena is important. In this section, we explain the physical background of a meteorological
optical phenomenon, especially mirage (Sec. 3.1). Alongside with the scientific description, we research

which aspect should be emphasized during an artistic editing (Sec. 3.2).

3.1 Physical Background of the Mirage Image

A mirage is an optical phenomenon produced by light refracted during traveling through the air.
The atmosphere is an inhomogeneous light medium, that is, its physical properties such as temperature
and pressure differ continuously along the spatial dimensions. The difference in air temperature and
pressure results in varying refractive index of the medium, because the index of refraction depends on
the density of the media [11]. This continuously varying refractive index affects the light path getting
through.

A specific spatial distribution of refractive indices of the medium produces nonlinear light paths
due to consecutive refractions. This nonlinear light trail terminates on the observer’s eye. Since the
observer presumably assumes the light to travel in a linear manner, one will perceive a displaced image
of an object. The image may also be distorted because all light paths reflected from the object are not
necessarily aligned, especially when lights travel through non-homogeneous light media. This displaced,

distorted image formed by nonlinear light traces is called a mirage image.

3.2 Artistic Editing of the Mirage Image

In this section, we focus on the mirage image creation in an artistic point of view rather than
discussing how it occurs in nature. To consider a mirage as an artistic expression, we formulate the
artistic aspects of this optical phenomenon.

We may regard some visual factor as the artistic aspect if it has high visual prominence in a particular
artistic expression [7]. Hence, it is required to observe various pieces of art using such expression for a
proper formulation. Inspecting numerous photographs of a mirage gives an observation that a position of
a mirage image is one of the significant visual elements. We can infer the significance of a relative location
of a mirage to the original object from the fact that it is one of the criteria of mirage classification (see
Figure 3.1 and Figure 3.2).

Another axis of the visual aspects of the phenomena is a distortion of an image. The way how a
distortion shapes the refracted image necessarily changes a mood conveyed to viewers of a mirage picture
(see Figure 3.3). In this work, we focus on two visual characteristics, a position and distortion shape, to

design an effective user interface for an artistic editing of the mirage image creation.
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(a) Inferior mirage illustration. (b) Superior mirage illustration.

Figure 3.1: Mirages are classified based on its relative location to its original object. Image courtesy

of Ludovica Lorenzelli.

(a) A photograph of inferior mirage on the hot (b) A photograph of superior mirage on the

road. cold ocean.

Figure 3.2: An example of different mirage classes. Image courtesy of Conjecture Corporation for (a),
Shawn Stockman-Malone for (b).



Figure 3.3: Various mirage photographs for the same location with the different distortion. All of the
photographs are superior mirage, but the difference in distortion makes the difference in the look and

feel. Notice the difference in the green ellipse. Image courtesy of Pekka Parviainen.



Chapter 4. User Interface and Optimization

It is often needed to design a customized human-computer interaction scheme to provide better
control of the artistic editing session. In this section, we discuss a user interface to assist the appearance
editing and rationales behind our choices.

Task Definition. The task we focus on achieving in this research is to provide the better intuition
during an appearance editing of a mirage image. We suppose that the artist has a goal state of the
mirage effect. We define a goal state by distinct artistic aspects — position and distortion — which are set
by the artist. Before elaborating our method, we summarize the symbols used in the rest of the paper
in Table 4.1.

4.1 Source-to-Destination Point Pair

The position and the form of distortion of a displaced image are visually prominent factors for
the mirage image. To provide an intuitive control on such visual factors, we utilize the concept of
Source-to-Destination Point Pairs.

The pair of points, (g, Tdst), designates how should a light path be curved. It is consisted of
a source point, g, and its destination point, x4s;. By setting these two points, the user can add a
constraint to define a goal state. The constraint is that the light starting from the camera to x4st should
be curved to hit the position xg.. In other words, it shows that the user wants a mirage image of an
object at the location @ to appear at the location x4y (see Figure 4.1a).

Our work also utilizes more than one point pairs to allow users to specify the visual factors of mirage
more precisely. Using multiple pairs of points allows a user to define one’s desired distortion shape along

with its position (see Figure 4.1b).

4.2 Spatial Encoding and Optimization

We then introduce a parametric representation to encode a scalar field of the refractive index. Let
an m-dimensional parametric representation of a scalar field with a parameter k € R™ to be L(k). We
then define a spatial distribution of a refractive index which only depend to the parameter vector k to
be np) = L(k).

We have the Refractive Radiative Transfer Equation for the steady-state scene given by Ament et
al. [4]:

dv
E:vwna
dz _v
ds n’

This indicates that we can calculate the curved light path numerically from specific initial values given
for the position & and velocity v. We denote such initial values as &g and vg.

Suppose that a user specifies a set of Source-to-Destination Point Pairs, each of which is denoted
by (®sre,, Tdst;). Under the parametric representation of a refractive index np, ), we think of the light

path calculated by letting the initial values to be g = Tcam and vo = (Tast; — Team)/||Tdst; — Team || Tor



Symbol Description

X, Tgro/dst, Tsre/dst, Position, of a source/destination, of an i-th point pair

Leam Position of a camera
v Velocity of a light in medium
S, 80/max Arc length, initial/maximum value
ds Curved line element of the light path
k Parameter vector in m-dimension
L(k) m-dimensional parametric representation of 3D scalar field
N, NI (k) Spatial distribution of a refractive index, defined by a parametric representation

L and a parameter vector k

x*(s) Numerically calculated light path depending on the arc length s
p Density of the air
T Temperature of the air
h Altitude

Table 4.1: Symbols used for the paper

the i-th point pair. The magnitude of an initial velocity is not relative here because a trace of a light
refracted is dependent only to spatial location and radial unit vector of propagation of light [12]. We
thus use a unit magnitude for the initial velocity, which is beneficial for consistent light path calculation.

We denote such light path to be mz(k)’ ;(s) depending on the arc length s. Assume the computation
of the light path have been done within the arc length domain of [sg, Smax]. We define the distance,
disty, ;(k), between the path and the source point as the following:

distz,i(k) := nf{[|2] 1) () — Tsre;[| + 5 € [50, Smax]}- (4.1)

Our goal is then to find the parameter k that minimizes the cost function, cost(k), summing the

distance from each source point to its computed light path:
cost(k) := ZdistLyi(k)
i

Among possible approaches to solve the problem, we take the parametric regression for computing the

parameter vector k.

4.3 Finding Appropriate Parametric Representation

While any parametric scalar field representation can be used as a refractive index encoder, we suggest
an appropriate parametric representation (or ‘model’ for short) that can be useful for the effective mirage
image generation.

Our approach starts with investigating the actual refractive index distribution of the atmosphere.
Gutierrez et al. [2] have done an extensive study on the earth’s atmosphere and its deviation that makes
meteorological optical phenomena, including mirage. This approach came up with Atmospheric Profile
Manager (APM), which is a tool providing parametric controls to adjust the atmospheric conditions.
This tool is derived based on 1976 U.S. Standard Atmosphere model along with a parametric model of

temperature versus altitude to de-standardize the air.



Symbol Description

To Temperature at altitude 0

T Change rate of temperture along with altitude
ATy /hotspot  Temperature difference occurred by inversion layer/hot spot
hiso/motspot  Height of inversion layer /hot spot

a Diffuseness of inversion layer

do Dropoff length for hot spot

Table 4.2: Symbols used in the temperature formulation (Eq. 4.2)

This approach models three different atmospheric phenomena — inversion layers, hot spots, and noise
grids — for the de-standardization. In short, inversion layers model an inverted temperature gradient
along altitude, hot spots describe a temperature deviation caused by heat transferred from a certain
position, and noise grids simulate a simplified version of the heat shimmering effect. We investigated a
refractive index distribution created by this tool, excluding noise grids, because it is not necessary for
our mirage image generation. By summing up the temperature models for U.S. Standard Atmosphere

and de-standardizations, we get the following formulation of the temperature:

T(h) = To + roh U.S. Std. Atm.
AT‘inv .
T et hawfa ATiny Inversion Layer (4.2)
+ AT’hotspote_(h_thtth)/d[J . Hot SpOt

Symbols used in this formulation is summarized in Table 4.2.

Assuming a constant pressure along the altitude, the ideal gas law, p oc T~1, and a constant refractive
index along a light wavelength, the Gladstone-Dale formula [11] shows that n = p- (navg — 1) + 1, where
Nave 1s the average refractive index over visible wavelength. Assigning proper values to the parameters
for an ease of investigation, we compute a plot of refractive index versus altitude.

By examining the plot, we have observed two important properties of the refractive index distri-
bution. First, the value increases as the altitude go up without any de-standardization. Second, the
de-standardizations cause the noticeable drops in value; higher change rate for the hot spot observed at
the lower altitude, and an inverted gradient for the inversion layer which is located higher.

We, however, found that it is inappropriate to directly use this refractive index distribution model
as the parametric representation for our problem. The U.S. Standard Atmosphere term includes a linear
term, while n o< p oc T, This results in the divergence of the value in certain altitude, because in
certain altitude such term will hit the value of zero.

Instead of using the prior model of APM, we suggest a suitable parametric representation, namely
Logistic Approximation. This model relies on a different formulation but follows notable trends of
APM without having identified issues for our problem. Our parametric representation models all the

properties using logistic functions, whose symbols are summarized in Table 4.3:



Symbol Description

Nbg/inv/hotspot ~ Refractive index difference caused by background/inversion layer/hot spot
hciso Height of inversion layer
g /inv/hotspot  Rate of change of refractive index for background/inversion layer/hot spot

ks Scale factor

Table 4.3: Symbols used in our refractive index formulation (Eq. 4.3)

ks
n(h) = gl + |ninvr+ EW— Normalize & Scale
: (flogistic(nbgaabga(),h) Background
+ fiogistic (Ninv, —Ginv, Reisos 1) Inversion Layer (4.3)
+ flogistic (Mhotspot s @hotspot s 0 h)) Hot Spot
+1, Baseline

where

frogistic (L, k, xo, x) = He“ﬁ%ﬂf)/k'

Logistic terms represent the difference in the refractive index along the altitude for background,
inversion layer, and hot spot, respectively. The background changes, which correspond to the temperature
change in U.S. Standard Atmosphere, have also been modeled using a logistic function to prevent the
divergence. The sum of logistic terms is divided by the sum of their maximum values, to normalize
the changes in the refractive index. The scale factor is utilized to adjust the actual amount that the
refractive index deviates from the baseline value of 1. The plot of this formula visually confirms that
this model reflects the essential properties of the refractive index distribution of APM, while suitable to
our work (see Figure 4.2 for the trend plot).

The parameter vector of our representation is in the eight dimensional space:

T
k= |:nbg Ninv  Mhotspot heiso Gbg  Qinv  @Qhotspot ks} .

The role of each parameter can be differentiated despite of their similar forms by multiplying different
constant weights to them, i.e., regularizing the parameters. For example, ayg should be much larger than
other rate-of-change parameters, because the background change should be much slower than the changes

by other causes. One can reflect this behavior by multiplying larger constant weights than the others.

10



Source Point

Camera

REAL
OBJECT

MIRAGE

Destination Point

(a) This shows a basic role of a pair of source and destination points to specify a position of a mirage.

Destination Point #2

MIRAGE

Destination Point #1

Source Point #1

Camera

REAL
OBJECT

Source Point #2

(b) Using multiple pairs of points on a single object can describe a distortion of a target mirage effect.

Figure 4.1: This shows the relationship between Source-to-Destination Point Pair and the artistic

aspects of the mirage effect.
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Refractive Index

N

Our Model APM

Affected by Hot Spot
—— Affected by Inversion Layer — —

—— No De-Standardization — —

Altitude

Figure 4.2: This shows a trend plot of refractive index distribution created by our model (Eq. 4.3)
along with the original APM. We can visually find the similarity between trend plots of our model and
APM.
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Chapter 5. Implementation

We implemented the user interface to give a user control over a camera and Source-to-Destination
Point Pairs. A user can manipulate the viewing camera in common keyboard and mouse interactions.

Once done on setting a camera, a user can proceed to the next phase of Source-to-Destination Point
Pair setting or ‘point pair setting’ in short. In point pair setting, a user can place a new point by
clicking on the viewport. By clicking on the viewport, our system computes the intersection between
meshes in the scene and the ray starting from a camera in the direction of the mouse pointer. If there
is an intersection, the location of the point is set to the location of the intersection. Starting from a
destination point, a user can move on to the next subphase to put a corresponding source point by
pressing a keystroke. After setting two points for a pair, a user may add another pair of points or
press another key to finalize the point pair setting. When the point pairs are set, our system performs
an optimization to compute the parameters for our representations of the spatial distribution of the
refractive index.

The weight for the model’s parameters in our implementation are the following: 10 for apg, 0.1 for
Qiny, 0.3 for anotspot, and 0.003 for ks. The weight have been multiplied to those parameters both during
the optimization and rendering.

Since a term xz(k),i(s) in the cost function (Eq. 4.1) contains a numerically calculated variable, it is
not available to have an analytic derivative of the cost function. We, therefore, utilized a derivative-free
optimizer BOBYQA [13] for the optimization. We chose BOBY QA over other derivative-free optimization
methods because it showed higher convergence rate than other algorithms even for a large number of
variables for nonconvex smooth problems like ours [14].

We implemented a renderer for the visual validation with OpenGL and GLSL using a modified
ray-marching algorithm [15]. The fragment shader with our hard coded parametric representation of
refractive index performs an iterative RK4 method [16] calculating the Refractive Radiative Transfer
Equation until the ray hits a depth buffer. If the ray intersects with a depth buffer, a fragment for that
ray becomes a color stored in that position of a color buffer. The parameters for the representation are
then sent from CPU to GPU as the uniforms after the optimization, to visualize the optimization result.
The number of iterations and the size of a step for RK4 can be adjusted to make a tradeoff between
interactivity and precision.

We implemented a light ray visualizer inspired by the idea that Schmidt et al. [17] came up with.
The trail of the light ray is visualized by series of points for every steps on 3D space, providing an

important information of the light propagation in nonhomogeneous light media.
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Chapter 6. Results

We present results from our system and renderer on a PC with Intel Core i7 3870 CPU with 3.6GHz,
16GB RAM, and NVIDIA GeForce GTX680 with 2GB of memory. We discuss various aspects of the
results including the time required to solve the optimization problem, visual agreement to the desired

goal, etc.

6.1 Optimization Time

The number of point pairs plays the prominent role on the performance, because the most costly
operation during the optimization is calculating the light path. The average time increased from 1250 ms
through 3864 ms, 5713 ms to 7750 ms for one, two, three, and four pairs of points, respectively (see
Figure 6.1). The time increases as the number of point pair increases, because the total number of the

light traces to be computed for every iteration is same as the number of point pairs.

6.2 Optimization and Rendering Results

We now present results of rendered images of mirage effects under the parameter settings we get
from the optimization. Refer to Table 6.1 for the legend for the markers for understanding our UI and

visualization of light traces.

Superior and inferior mirages. Figure 6.2 shows the optimization and rendering results for the
superior mirage in the 3D scene. Note the location of the point pairs; there is the total of two pairs of
points. One of them indicates a refraction result and, thus its trace of the light is curved, while its line
of the sight is straight. On the other hand, two points of the other pair are set in the same position,
representing not to be curved and thus acting as an anchor point; note that its trace of the light and
the line of sight is aligned. We can visually check that the refraction visualization result proves that our
method satisfies the goal state given by a user.

Figure 6.3 presents results for the inferior mirage in the 3D scene. Here, we used three pairs of
points, two of which serves as anchor points above and under the refraction effect, which is given by the
other pair, the middle pair in Figure 6.3-(b). The visualization result agrees on the user input here as

well, showing that our method is available to handle generating both types of mirages.

Symbol Description

Blue plus(+) sign Destination point
Orange square(d) sign  Source point
Skyblue line Line of sight

Yellow curve Trace of light

Table 6.1: Legend for the markers in the screenshots
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Figure 6.1: This shows the relationship between the number of Source-to-Destination Point Pairs and

the time spent on optimization.

Different Distortions. Figure 6.4 also shows results for the inferior mirage in the 3D scene, but with
the different distortion. Note the tighter user constraints, which are represented as three anchor point
sets instead of two. The resulting rendered image agrees on the user input, which exhibits a tighter
distortion than that of Figure 6.3.

The computed refractive index distribution allows interactive navigation of the scene. Figure 6.5 is
the image of the same scene and refractive index setting as Figure 6.2, but with different camera setting.
Because our method calculates the refractive index distribution not only just for the space inside the
view frustum, but also for the whole scene, it is possible to navigate around the scene, while sharing the
same atmosphere setting.

Our UI, refractive index representation, and optimization can be applied easily to 2D cases without

any changes. Figure 6.6 shows results of 2D scenes created by our method.
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(¢) Rendered image for a superior mirage

Figure 6.2: User input, light traces, and the rendered effect for a superior mirage in a 3D scene. User
input is shown as marker; the blue plus (+) represents the destination point, and the orange square
(O) represents the source point. The light traces acquired from the computed refractive index by the
optimization is the visualized as the yellow curves, while the skyblue lines represent the line of sight; see

Table 6.1 for the legend. The rightmost figure shows the computed mirage effect given the user input.

(c) Rendered image for an inferior mirage

Figure 6.3: The image (a) show user inputs, while the image (b) shows trace of lights. The image (c)

shows the computed, inferior mirage effect.
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(c) Rendered image for an inferior mirage

Figure 6.4: The image (a) show user inputs, while the image (b) shows trace of lights. The image (c)
shows the rendered inferior mirage effect. This one shows different distortion state compared to that of
Figure 6.3.

(a) Another location, without refraction  (b) Same view direction as (a), with refraction

Figure 6.5: The image of the scene sharing the same refractive index settings as Figure 6.2. The image

shows that the user can navigate through space with the consistent refractive index distribution.
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(a) Markers (b) Light traces (c) Rendered image for a superior

mirage

(d) Markers (e) Light traces (f) Rendered image for a inferior

mirage

Figure 6.6: This shows a 2D application for two different mirage types on 2D geometry. Our method

can be easily applied to 2D scenes without any changes.
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Chapter 7. Conclusion, Limitation and Future Work

We have introduced an intuitive user interface to control the appearance of a mirage effect, along
with the appropriate parametric representation to encode a spatial distribution of a refractive index
properly to be utilized in our method. The user interface gave a predictable control over mirage image
generation, granting a user better artistic control. It was able to observe the model we suggested had a
sufficient expression power to formulate the distribution of the refractive index for creating both types
of mirages. Moreover, the time to optimize the solution based on given user inputs takes less than 10
seconds for up to four pairs of points, making each trial short enough to make an artistic editing session
to be reasonably iterable.

Our method still has limitations. Since the system is computing the optimization based on the user
constraints defined in the screen space rather than letting the user to directly modify the refractive index
parameter, the system may not find convergence because the user constraints are not coherent to the
model. In such case, the user may notice the problem visually through investigating an unwanted result
they got and correct the constraints on their own via iteration of try and error. This is available thanks
to the short time required to get an optimization done.

There are many interesting research directions. In this work, we have mainly looked at mirage
effects as a function of the altitude. The model accompanying a difference along the other axis than
the altitude can have better expression power and thus broaden the artistic control of mirage image
generation. An extension to the user interface of Source-to-Destination Point Pairs is to adopt a ‘Source
Region’ rather than a source point, updating the definition of the distance to the curve, and bringing
more flexibility to an interface. Defining a region instead of a point may reduce the number of trials,
where the system can have additional free space to move around, while satisfying the distance constraint

between a region and a curve.
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